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Context

With the increasing scale of the power grid, the short-circuit fault of power transformer threatens the stability and
reliability of the whole power system more and more seriously, which has gradually attracted the attention of relevant
researchers. In the case of sudden short circuit of the power transformer, the peak short-circuit current flowing through
the transformer winding can be over 10 times its rated operating current. Under the combined action of this impulse
current and magnetic field, the winding will be subjected to a huge electrodynamic force that may deform the winding
and leads to the destruction of the winding insulation or reduce the mechanical strength of the winding. Transformer
windings are damaged by this force impact, which accumulates gradually through multiple short-circuit shocks. Once
this potential safety hazard breaks out, it will cause serious destruction to the power grid. Therefore, revealing the
influence of transformer short-circuit electrodynamic force on windings has a positive guiding role in its structure
optimization and short-circuit tolerance. However, this destructive test for power transformer is very expensive, so the
main research method for this problem is still the numerical calculation. On the other hand, due to the complicated
winding structure, the traditional numerical computation method is also very time-consuming and inefficient.

Objective

The objective of the study dedicated to use deep learning, in particular, the convolutional neural network (CNN) as an
auxiliary tool and an acceleration method for numerical calculation of the magneto-mechanics problems.
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Work steps

1 Bibliography on the subject

2 Understand the simulation scheme for magneto-mechanics couplings

3 Understand the training process for the deep learning

4 Apply the CNN for different quantity of interest in the magneto-mechanics simulations
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